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Agenda

▪ Part I – Parallel Computing with MATLAB on the Desktop

– Parallel Computing Toolbox

– MATLAB Online

▪ Part II – Scaling MATLAB to Teton

– MATLAB Parallel Server

– Open OnDemand

Teton Documentation:  
https://arccwiki.atlassian.net/wiki/spaces/DOCUMENTAT/pages/1553301507/Teton

https://arccwiki.atlassian.net/wiki/spaces/DOCUMENTAT/pages/1553301507/Teton
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Chatting

▪ Send to at least the Host, 

Presenter & Panelists

▪ Ideally, send to All Attendees

Participants
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Scaling MATLAB to Teton

▪ Accessing and running MATLAB on local HPC clusters

▪ Running single- and multi-node MATLAB jobs
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A note about today’s workshop…

▪ The workflow and examples are about process, not performance
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Accessing and running MATLAB on local HPC clusters (1)

▪ Two options

– ssh

▪ Might be useful for either low-bandwidth or automation

– Open OnDemand

▪ Graphical interface

▪ Also supports xterm and copying files
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Accessing and running MATLAB on local HPC clusters (2)

▪ Open OnDemand

– Web-based, no client software needs to be installed on your local machine (beside a 

modern browser)

▪ Access

– https://southpass.arcc.uwyo.edu/

– Use login ID and Password

▪ Local resources for OOD

– Overview: 

https://arccwiki.atlassian.net/wiki/spaces/DOCUMENTAT/pages/1298071553/Southpass

https://southpass.arcc.uwyo.edu/
https://arccwiki.atlassian.net/wiki/spaces/DOCUMENTAT/pages/1298071553/Southpass
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Log into OOD: https://southpass.arcc.uwyo.edu/

https://southpass.arcc.uwyo.edu/
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OOD: Getting started

▪ File system

▪ Desktop App + MATLAB 

▪ Command prompt
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OOD: File system

Click and Drag to upload



13

Download workshop files (1)
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Download workshop files (2)
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Ways to run MATLAB

▪ Interactively

– with a parallel pool (parpool)

– with batch jobs (batch)

▪ Noninteractive

– in a SLURM job script (sbatch)
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MATLAB job submitters

▪ parpool

– Single session

– Synchronous execution

– Seamlessly runs parfor, 

parfeval, and spmd

https://www.mathworks.com/help/parallel-computing/parpool.html

▪ batch

– Multiple submissions

– Non-blocking

– Calls top-level function or script

– Requires API to extract results

https://www.mathworks.com/help/parallel-computing/batch.html

https://www.mathworks.com/help/parallel-computing/parpool.html
https://www.mathworks.com/help/parallel-computing/batch.html
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Interactively: with a parallel pool
parpool
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OOD: MATLAB via Desktop App (1)
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OOD: MATLAB via Desktop App (2)
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OOD: MATLAB App (3)
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Parallel MATLAB – Single Node
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local profile

“How does MATLAB know about Teton?”
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Configure MATLAB to create Teton profile

Note the message – we will address this in a few slides
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New Teton profile

Only call configClusteronce
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Job submission flags
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Job submission flags
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Parallel MATLAB – Multi-node (1)

▪ In order to run a multi-node MATLAB job, MATLAB will generate and submit 

a new SLURM job

– Executed during any “job launcher”

▪ parpool, batch, createJob

– Run asynchronously while MATLAB session is running, except pool

– True regardless if we’re running MATLAB via OOD or a SLURM job script

MATLAB “outer job”

parallel “inner job”
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Parallel MATLAB – Multi-node (2)

“20x more workers, 

but the same time?”
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How big of a Pool? . . .
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Change directories to workshop
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Exercise: Calculate 𝜋
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Calculate 𝜋
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Results

. . . 
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GPUs
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GPU Availability 
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Start pool with GPU node
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Tesla K80 – Card we were assigned
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Example: mandelbrot (1)
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Example: mandelbrot (2)
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Example: FFT (1)



41

Example: FFT (2)
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Example: FFT (3)

Why did the GPU 

code run faster 

the 2nd time?
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Turnoff GPU requests when you don’t need them anymore
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Interactively: with batch jobs
batch
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Exercise: “Hello, World!”

Set the batchCurrentFolder argument to change default location
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Exercise: Calculate 𝜋

“If my Pool is size 19, why am I requesting 20 cores?”



47

Fetch the results

“Where’s the output?”
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Fetch the diary
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What gets “returned”?

▪ Function output

▪ Diary

▪ Saved files
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Example

“What size Pool am

I running?
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Job submission
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Fetch the results

“Where’s A?”
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Fetch the diary
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Save files

“Where does RESULTS

get written to?”
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Submitting scripts, instead of functions
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Loading variables to local workspace

“I’ll pass all of the variables in

my local workspace to all

of the workers.  Then I’ll receive

everything the workers generate

and load it back to my local 

workspace.”

“If we cleared z, then why

does who display it?



57

Getting the diary of scripts
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When has my job run and finished?
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Retrieving past jobs
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Keep cluster files minimal: delete jobs

▪ As a good practice, delete jobs you no longer need
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Noninteractively: in a SLURM job script
sbatch
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Submit single-node job/multi-node job

matlab-single-node.slurm matlab-multi-node.slurm

If we’re running a 

multi-node job, why 

did we request 1 

core?

Why are we 

asking for more 

walltime for a 

multi-node job?
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Job submission
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Local pool of workers
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Multi-node pool of workers
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Debugging and Troubleshooting
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Scheduler ID
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Example: Errored submissions (1)
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Example: Errored submissions (2)

Fetching outputs, even with no outputs returned, to get the error message
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Logfile: Single core job
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Logfile: Multi-core job
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